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01 Context and problem statement

->  SDS provides flexibility and scalability for edge computing.
-=>  Performance bottlenecks occur under heavy workloads.
->  Tracing offers fine-grained visibility into I/O operations.

Kernel-level optimizations can mitigate these bottlenecks.

Problem Statement

How can tracer-based analysis help diagnose and optimize I/O performance in SDS
for edge environments?
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02 Background
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Experimental Motivation

SSDs are common in SDS due to
performance and energy efficiency.

However, their internal mechanisms can
cause performance degradation

Main Issue: Write amplification causes
excess data writing.
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Method: I/O traces collected from Linux with different
SSDs under varied workloads.

Result: Throughput significantly drops under heavy
loads across block sizes.
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04 Tracing-based diagnosis and correction framework

| Offline modeling | Online tracing |

Monitors real-time |/O, compares measured

Builds a baseline throughput model from controlled i >H
throughput to the baseline to detect deviations.

workloads, using tracepoints focused on SSD.

| Optimization |

On degradation, identifies intensive I/O processes and applies
cgroup-based throttling to maintain performance.
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05 Conclusion and Perspectives

Our contributions include:

=>»  Online detection of SSD throughput degradation using low-level kernel tracepoints.

=»  Adaptive correction via cgroup throttling to mitigate performance issues.

Our future directions:

=>» Integration with Ceph to evaluate the framework under realistic SDS deployments.

=» Extension to block layer tracing, focusing on queue contention and request starvation.
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1- Introduction 2- Background

© SDS brings flexibility and scalability to edge
computing [L].

 Under heavy workloads, SDS performance sul-
fers due to complex kernel-level bottlenecks [1]
o Tracing offers fine-grained visibility into 1/0
operations [2, 3, 4].

« Kernel-level optimizations can mitigate these
bottlenccks [5)

Problem statement: How can tracer-based
analysis help diagnose and optimize 1/0 perfor-
mance in SDS for edge environments?
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ronments for their performance
ciency [6]
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© However, their infernal anisms can cause

ecution traces from the OS

« Tracing-based diagnosis is a technique that collects fine-grained e
or application layers [3].
« Applied to the Linux 1/O stack, it enables flexible visibility into kernel-level 1/ operations [1].
« The approach typically follows a diagnosis workflow with three main steps [2]:
~ Collection of execution traces
~ Real-time or postmortem analysis to identify performance issues
~ Visualization for interpretation and debugging
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performance degradation [6]

© A major issue is write amplification, where
the SSD writes more data than initially re-
quested [7].

« To analy we collected 1/0 traces on a
Linux host with various SSD modcls.

© We tested the SSDs under diverse 1/0 work-
loads.

« The results show a significant drop in through-
put during heavy workloads.
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We propose a tracing framework that antomatically detects and mi
degradation using low-level kernel tracing. It operates in three main stages
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1. Offline modeling: Builds a bascline
throughput model from controlled work- and compared against the bascline model.
loads, using tracepoints focused on SSD. 3. Performance  optimization: ~ When

2. Online tracing and deviation detec- is dotected, the

system identifics high 1/0 processes and

applies cgroup-based throttling to restore
system performance.
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Architecture of the tracing-based diagnosis and correction framework

5- Related work

Previous work have proposed various tracing frameworks for diagnosing /0 issues. Some focus
on postmortem manual analysis (3], others use ML for automatic detection at higher levels of the 1/0
stack [8], and some rely on real-time detecti

1 of kernel latency spikes [4]. Tlowever, these approaches
are often limited by their postmortem nature, manual effort, or lack of visibility into low-level SSD
behavior. In contrast, our approach extends tracing to the disk layer, enables antomatic detection
\of performance degradation. and introduces an active

orrection mechanism.

6- Conclusion and Perspectives

We presented a tracing framework for diagnosis and correction of 1/0 performance issues. Our
contributions include:

« Online detection of SSD throughput degradation using low-level kernel tracepoints.

« Adaptive correction via cgroup throttling to mitigate performance issucs.

Our future directions:
« Integration with Ceph to cvaluate the framework under realistic SDS deployments.
\__+ Extension to block layer tracing, focusing on queue contention and request starvation.




