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01 Context and problem statement

➔ SDS provides flexibility and scalability for edge computing.

➔ Performance bottlenecks occur under heavy workloads.

➔ Tracing offers fine-grained visibility into I/O operations.

➔ Kernel-level optimizations can mitigate these bottlenecks.

How can tracer-based analysis help diagnose and optimize I/O performance in SDS 
for edge environments?

Problem Statement 
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02 Background
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03 Experimental Motivation

➔ SSDs are common in SDS due to 
performance and energy efficiency.

➔ However, their internal mechanisms can 
cause performance degradation

➔ Main Issue: Write amplification causes 
excess data writing.

❏ Method: I/O traces collected from Linux with different 
SSDs under varied workloads.

❏ Result: Throughput significantly drops under heavy 
loads across block sizes.
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04 Tracing-based diagnosis and correction framework

Offline modeling

Builds a baseline throughput model from controlled 
workloads, using tracepoints focused on SSD.

Online tracing

Monitors real-time I/O, compares measured 
throughput to the baseline to detect deviations.

Optimization

On degradation, identifies intensive I/O processes and applies 
cgroup-based throttling to maintain performance.
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05 Conclusion and Perspectives

Our future directions:

➔ Integration with Ceph to evaluate the framework under realistic SDS deployments.

➜ Extension to block layer tracing, focusing on queue contention and request starvation.

Our contributions include:

➔ Online detection of SSD throughput degradation using low-level kernel tracepoints.

➜ Adaptive correction via cgroup throttling to mitigate performance issues.
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Thank you !
I invite you to discuss it in 
front of my poster

- lina.sadi@ensta.fr/ kl_sadi@esi.dz
- islam.kedadsa@ensta.fr/ki_kedadsa@esi.dz
- vincent.lannurien@ensta.fr
- stephane.rubini@univ-brest.fr
- alexandre.skrzyniarz@fr.thalesgroup.com
- jalil.boukhobza@ensta.fr


